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ABSTRACT: Understanding chemical reactivity at ultracold
conditions, thus enabling molecular syntheses via interstellar
and atmospheric processes, is a key issue in cryochemistry. In
particular, acid dissociation and proton transfer reactions are
ubiquitous in aqueous microsolvation environments. Here, the
full dissociation of a HCl molecule upon stepwise solvation by a
small number of water molecules at low temperatures, as
relevant to helium nanodroplet isolation (HENDI) spectros-
copy, is analyzed in mechanistic detail. It is found that upon
successive aggregation of HCI with H,O molecules, a series of

cyclic heteromolecular structures, up to and including HCI(H,O)3, are initially obtained before a precursor state for dissociation,
HCI(H,0);- - -H,0, is observed upon addition of a fourth water molecule. The latter partially aggregated structure can be viewed
as an “activated species”, which readily leads to dissociation of HCI and to the formation of a solvent-shared ion pair,
H;0 " (H,0)5Cl ™. Overall, the process is mostly downhill in potential energy, and, in addition, small remaining barriers are
overcome by using kinetic energy released as a result of forming hydrogen bonds due to aggregation. The associated barrier is not
ruled by thermal equilibrium but is generated by athermal non-equilibrium dynamics. These “aggregation-induced chemical
reactions” are expected to be of broad relevance to chemistry at ultralow temperature much beyond HENDI spectroscopy.

1. INTRODUCTION

The dissociation of Breonsted acids, proton transfer, and ion
solvation in bulk water is a core subject in physical chemistry and
chemical physics.' * Much insight has been extracted at the
molecular level using experiment"™*™® as well as computer
simulation®*”~'” (to cite but a few). In stark contrast, the
dissociation of acids in confined geometries as provided by
surfaces, interfaces, or small clusters is an issue of much current
research. In the realm of microsolvation, a plethora of theoretical
studies focused on dissociation of archetypal acids such as HCI,
HBr, and others in typically small water clusters consisting of a
fixed number of molecules,'® ** whereas the experimental
literature on this subject is rather scarce.* >*Prime issues of
the computational studies typically revolve around the determi-
nation of stable molecular versus dissociated structures given a
certain number of water molecules, the related aspect of how
many water molecules are necessary to allow for stable dissocia-
tion, and finally the dissociation mechanism itself as a function of
a fixed number of water molecules.

In the case of HCI(H,O),, clusters, theoretical studies such as
refs 20,23,29,35,42 support the idea that four H,O molecules
might provide the smallest possible hydrogen-bonded water
network, which can host a fully dissociated HCI molecule as a
charge-separated solvent-shared ion pair, H;O"(H,0);Cl ",
labeled “SIP” in Figure 1. The zwitterionic SIP is the most
compact hydrogen-bonded network wherein a hydronium core,
H;0™, forms an Eigen complex,® that is, H;0"(H,0)s, by
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donating three hydrogen bonds to the three remaining water
molecules, which in turn can microsolvate Cl™ by creating an
anionic solvation shell. The most favored undissociated (UD),
molecular HCI(H,0), species is also a minimum on the n = 4
potential energy surface (PES); this is best characterized as a flat,
five-membered ring where HCI replaces a water molecule by
acting as a hydrogen-bond donor and acceptor; see Figure 1. UD
features a ring-like, hydrogen-bonding topology, where HCI is
incorporated like a single-donor, single-acceptor water molecule,
whereas the SIP dissociation product is most compact, with three
water molecules sandwiched between a hydronium cation and
the Cl' anion. Therefore, the barriers for interconversion are
expected to be very high. Thus, computational investigations that
attempted to elucidate the dissociation mechanism traditionally
concentrated on locating low-barrier pathways that allow for the
drastic topology changes that connect UD with SIP, possibly
involving low-lying intermediates, such as, for example, the con-
tact ion pair (CIP); see Figure 1.

On the basis of this line of thinking, the traditional paradigm
for finding out the smallest number of water molecules needed to
support acid dissociation in finite water clusters such as HCI-
(H,0),, adheres to the following computational protocol: First,
various undissociated and dissociated (local) minima are located
on the PES for a given number of solvent molecules around a
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Figure 1. Optimized structures of the discussed HCI(H,O), species: undissociated (UD), contact ion pair (CIP), compact contact ion pair (CIP,),
partially aggregated (PA), solvent-shared ion pair (SIP) with C3 and C, conformation, SIPc3, and SIPc), respectively, as determined by the orientation of
the water molecule in the lower right corner (of the structures in the center and to the right in the bottom row). The SIP¢; structure is shown in two
orientations to reveal better the hydrogen-bond topology. Note that all structural parameters such as bond lengths, which are not needed for the purpose
of this study, can be extracted from the data compiled in the Supporting Information.

solute molecule using structure optimization, possibly following
extensive annealing procedures. Second, the most stable undis-
sociated and dissociated structures are determined for a given
number of solvent molecules. Third, the minimum number of
solvent molecules where the most stable dissociated structure is
lower in energy as compared to the most stable undissociated
structure is determined. Fourth, minimum energy pathways that
connect these two structures are mapped out, and the transition
states are computed using the minimum number of solvent
molecules. Fifth, the pathway that features the lowest energy
barrier overall is said to govern dissociation at the determined
cluster size. Thus, the standard approach to understand acid
dissociation in finite clusters is to first build a cluster using all
molecules involved and, only subsequently, find out how dis-
sociation can take place for the given number of solvent
molecules.

In arecentjoint experimental and simulation effort, a distinctly
different scenario for acid dissociation in small water clusters has
been revealed®® (see also ref 56). Using the pickup technique,”’
these experiments®” were carried out in superfluid *He-nano-
droplets, which are known to be able to efficiently cool molecules
to temperatures of less than 1 K.>’>° Using high-resolution,
mass-selective infrared laser spectroscopy, evidence has been
provided that microsolvated hydronium H;O™, that is, the
elementary dissociation product of HCl in water," can be formed
when one HCI molecule interacts with exactly four H,O
molecules. However, given that 1 K corresponds to thermal
energies of roughly 0.01 kJ/mol per degree of freedom, the
disturbing question arises of how the above-mentioned, 1000-
fold higher dissociation barriers (of the order of 10 kJ/mol) can
be surmounted at all in such ultracold environments. The puzzle
has been solved via the use of ab initio molecular dynamics
simulations,®® which demonstrate that undissociated clusters
assemble by stepwise water molecule addition up to adding three

H,O to one HCI, thus yielding a hydrogen-bonded, ring-like
HCI(H,0); structure. Adding a fourth water molecule to this
undissociated n = 3 species then spontaneously yields the
dissociated SIP, H;O " (H,0);Cl . Note that this species is
sometimes termed a solvent-separated ion pair in the cluster or
microsolvation literature, whereas the term solvent-shared ion
pair is used when discussing bulk solvation phenomena (see, for
instance, p 53 in ref 61). This so-called “aggregation-induced
dissociation” mechanism® bypasses deep local energy minima
on the n = 4 PES, such as the UD structure, and thus avoids
having to surmount high-lying transition states toward the SIP
product. Another key aspect of this class of mechanisms is to
convert potential energy gained upon aggregation, that is, the
binding energy due to the formation of hydrogen bonds as a
result of adduct formation, into kinetic energy, thus inducing
athermal fluctuations, which allow the remaining (sufficiently
low) barriers to be overcome; see Figure 2 for illustration.
Greatly transcending our preliminary report,® in this Article
we investigate in great detail at the molecular level the two very
different mechanisms that lead to HCI dissociation, both invol-
ving exactly four microsolvating water molecules. The traditional
mechanism is presented by locating minima, transition states,
and the connecting rearrangement pathway on the free energy
surface (FES) in a subspace spanned by two appropriate reaction
coordinates. This mechanism starts from the undissociated
HCI(H,0), reactant structure (UD), proceeds via a partially
dissociated contact ion pair (CIP) intermediate, and ends in the
fully dissociated solvent-shared ion pair (SIP) product, H;O*-
(H,0)3Cl™, which is the global minimum on this FES; see
Figure 1 for these structures. Second, a set of so-called aggrega-
tion simulations is used to study the novel reaction mechanism
that allows for dissociation into SIP without initially preforming
the molecular UD structure. An important ingredient, as op-
posed to the CIP intermediate in the traditional mechanism, is a
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Figure 2. Simulation of a stepwise aggregation process leading to
aggregation-induced dissociation of HCI(H,0), from n =3 to n = 4
according to the sequence HCl + 4H,0 — HCI(H,0) + 3H,0 —
HCI(H,0), + 2H,0 — HCI(H,0); + H,0 — H,0 " (H,0),Cl ™.
The optimized structures for the n = 4 partially aggregated (PA) and
solvent-shared ion pair species (SIP) are explicitly labeled. The proton
derived from HCl is marked in black in all structures. The solid red lines
show the evolution of the potential energy on the scale given by the
binding energy (i.e., EFHCI(H,0),] — E[HCI] — nE[H,0]) obtained
from representative aggregation simulations as a function of the ab initio
molecular dynamics step. Vertical dashed red lines symbolize cooling of
the aggregation product (obtained via full structure optimization) inside
the helium droplet (schematically represented in the inset) before the
next aggregation simulation commences. Horizontal dashed green and
dotted blue lines mark the binding energies of SIPc; and SIPc,
respectively. Reprinted with permission from ref 55. Copyright 2009
Science Magazine, AAAS.

partially aggregated (PA) undissociated structure, HCI-
(H,0);- - *H,0O, where a water molecule accepts a hydrogen
bond from the cyclic four-membered HCI(H,O); ring; see
Figure 1. The PA arrangement can be viewed as an “activated”
precursor species that leads preferentially and directly to the fully
dissociated SIP product. Characterizing this peculiar aggrega-
tion-induced dissociation mechanism®> and contrasting it with
respect to the traditional mechanism is the main focus of this
Article.

2. METHODS

All calculations have been carried out in the framework of density
functional theory using the BLYP functional,*>®* a plane wave basis set
with a cutoff of 70 Ry, and norm-conserving pseudopotentials.** A cubic
supercell of length 20.0 A was used, and cluster boundary conditions
were applied to properly treat isolated systems.®® All calculations
reported here have been carried out using the CPMD simulation
package.éo’65 It should be noted that the accuracy of this electronic
structure approach in describing the structure and dynamics of HCI-
(H,0), clusters has been previously assessed thoroughly for n = 0 up to
n = 6, including various molecular and dissociated species where
appropriate.42

2.1. Free Energy Simulations. Metadynamics®® is a useful
technique for computing multidimensional free energy surfaces (FES)
at a predefined temperature in a subspace spanned by a suitable set of
generalized coordinates using coarse-grained, non-Markovian dynamics.
The method, developed by Laio and Parrinello,* is based on the gradual
buildup of a history-dependent biasing potential that discourages the

system from revisiting points in configurational space. In this way, the
added biasing potential pushes the system far from the reactant minima
of the FES, thus allowing the sampling of important but unfavorable
intermediate and transition states. The FES is readily obtained from the
accumulated biasing potential. Here, the extended Lagrangian formulation®”
in conjunction with the efficient Car—Parrinello approach®® to ab initio
molecular dynamics is used. A detailed discussion of the method can be
found in refs 60,69,70.

The generalized coordinates themselves, which are called collective
variables (CVs), can depend on many Cartesian or internal degrees of
freedom and thus allow for a great flexibility. To study HCI dissociation
in a finite water cluster, two CVs were devised to drive, and eventually
observe the reaction of, the HCI(H,O), system from the undissociated
(UD) molecular initial state to the most stable global minimum, that
is, the dissociated solvent-shared ion pair (SIP). Building upon insights
gained from previous canonical ab initio simulations* of UD, contact
ion pair (CIP), and SIP structures, the CVs were constructed such
that they take into account both changes of chlorine solvation by
water molecules and structural reorganization of water molecules as
represented by the respective oxygens. The first CV is defined to be
the coordination number CN¢;_o of chlorine with respect to all

oxygens:

~ (ra-o\"
CN¢l—0 = ”zv N/ (1)
! - n
=1 . rcl-o;
o

where the cutoff distance r, was set to 3.7 A and m = 6 and n = 12.
Furthermore, a repulsive potential was located at CN¢—o = 1.5 to
prevent HCI to detach in molecular form from the water cluster. With
this choice of parameters, CN¢|—o is ~2 for UD and PA, ~2.5 for CIP,
and ~3 for SIP. The second CV is defined to be the dihedral angle ¢
formed by the four oxygen atoms. Its value varies from ~160° for UD via
~100° for CIP to ~50° for both SIP and PA. Taken together, CN¢—o
and ¢ allow one to distinguish all species relevant to investigate
dissociation of HCI(H,0).,.

The width and height of the spherical Gaussians underlying the
non-Markovian sampling of minima according to metadynamics were
set to W= 0.04 and H = 0.0004 au ~ 2k T & 1 kJ/mol, respectively. The
temperature of the CVs was controlled via velocity rescaling, whereas the
temperature of the nuclei was thermostatted using Nosé—Hoover
chains® at 50 K to establish the canonical ensemble, thus yielding
Helmholtz free energies; the orbital degrees of freedom were also
coupled to Nosé—Hoover chains to ensure Car—Parrinello adiabaticity. A
time step of 0.121 fs was used together with a fictitious mass parameter
for the orbitals of 760 au, and the deuterium mass was used for all
hydrogens to allow for more efficient sampling,®°

2.2. Aggregation Simulations. Using the same basic ab initio
molecular dynamics setup as described above, a series of aggregation
simulations, HCI(H,0),—; + H,O (starting with n = 1), has been
carried out according to the following general protocol that implements
electrostatic steering in the initial encounter phase of the aggregating
molecular species. In any aggregation step from n — 1 to 5, the existing
cluster composed of HCl and n — 1 water molecules and the added water
molecule were initially oriented with aligned molecular dipole moments
at a fixed distance from the oxygen of the added water molecule to the
nearest heavy atom of the cluster. For that purpose, first the n — 1 cluster
and a single water molecule were each separately rotated such that their
dipole moment was parallel to some chosen space fixed axis. Subse-
quently, the center of mass of the n — 1 cluster was placed in the origin,
whereas the center of mass of the additional water molecule was placed
on the dipole-axis in either direction between 7 and 9 A away from the
origin, yielding two starting structures with a distance of nearest heavy

60,69,70
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Figure 3. Free energy landscape of HCI(H,0), for dissociation as a
function of the two collective variables as defined in section 2.1. Contour
lines of constant free energy are shown with a spacing of 2.5 kJ/mol. The
locations of the minima are connected via arrows to the corresponding
optimized structures.

atoms of about 5 and 7 A. The heavy atom of the existing cluster nearest
to the oxygen of the added water molecule can either be O or Cl and is
uniquely determined by the initial structure.

Following these setup steps, the total system was then equilibrated in
the canonical ensemble at 0.5 K while keeping the distance of the nearest
heavy atom to the added water oxygen atom fixed in terms of a distance
constraint; note that only this distance but neither the orientation nor
any atom position were held fixed. To ensure stable integration of the
equations of motion including this constraint, a smaller time step of
0.097 fs was used at this stage. The purpose of this constraint equilibra-
tion is not only to get properly thermalized fragments and initial
conditions, but also to relax and thermalize the relative orientation of
the fragments. After some equilibration period of typically 2 ps, initial
conditions were sampled from such constrained canonical trajectories
and subsequently propagated in the microcanonical ensemble in the
range of typically 10—60 ps each without imposing the distance
constraint again using the larger time step of 0.121 fs; note that the
longest of these runs has been extended up to 95 ps. Thus, all atoms
are allowed to move freely during this aggregation dynamics, and
lowering the potential energy when sliding downhill on the global
potential energy surface leads to an increase of kinetic energy.

On the basis of this protocol, nearly 50 such independent ab initio
trajectories have been generated where the majority, about 35, have been
sampled for the most important n = 4 case. Finally, we note that about
1 ns of such ab initio molecular dynamics runs in total was necessary
to establish the ensemble of trajectories on which the following analysis
is based.

3. RESULTS AND DISCUSSION

3.1. Traditional Dissociation Mechanism. Comprehensive
mapping of the two-dimensional FES by ab initio metadynamics
using the approach described in section 2.1 reveals that the
surface to describe dissociation of HCI(H,0), is characterized
by three prominent minima as revealed by Figure 3. They are
identified in the contour plot as the UD, CIP, and SIP species
(see Figure 1), where in the latter case the two different
conformers, SIPc; and SIPc;, are close in energy and cannot
be resolved by the chosen CVs. It should be stressed that no
lower-lying direct pathway connecting UD to SIP via a single
transition state could be found in our study; neither it is known
from previous studies known to us. Thus, dissociation according

to the traditional mechanism is a two-step reaction passing
through an intermediate CIP species, that is, UD — CIP — SIP.

On the basis of this procedure, a microscopic dissociation
mechanism can be extracted from the simulations, which is
illustrated in Figure 4. By starting from the UD local minimum,
the first transition state, denoted as TSI, is formed by first
distorting the originally nearly-planar, five-membered ring of the
heavy atoms: the water molecule that donates a hydrogen bond
to the HCI moves out of the plane toward the free hydrogen of
the water receiving a hydrogen bond from HCI, while the CI
atom moves to the opposite side of the plane (see blue arrows).
The hydrogen of HCI shifts to the hydrogen-bond-accepting
water, thus forming hydronium, which now donates a hydrogen
bond to the Cl anion. From this transition state TS1, the reaction
proceeds toward CIP by breaking the hydrogen bond that the
out-of-plane water molecule received from the next water in the
ring. In its place, the out-of-plane water molecule accepts a
hydrogen bond from the hydronium, to which it is sufficiently
close due to the initial ring distortion in forming TS1. The water
molecule, which lost its hydrogen bond acceptor, rotates to
donate its initially free hydrogen to the CI ion, thus completing
the formation of the local minimum CIP, in which cation and
anion, H;0™ and CI~, are in direct contact, generally referred to
as a contact ion pair.’’ The rupture of the hydrogen bond
between CI and the water molecule in the three-membered ring
consisting of Cl, hydronium, and a water molecule allows the
system to form the second transition state, TS2. From there, the
formation of SIP follows through a series of rearrangements: One
proton is transferred from the hydronium to the water molecule
opposite the Clion in the four-membered ring consisting of two
water molecules, one hydronium, and the Cl ion. This newly
formed hydronium in turn flips its free hydrogen toward the
water molecule that broke away from the Cl during the formation
of TS2. The latter water molecule then re-forms a hydrogen bond
with Cl. According to this rearrangement pathway, the proton
stemming from the dissociated HCI molecule, marked in black in
the figure, ends up in one of the intact water molecules.
Importantly, this particular proton (or deuteron in case of using
DCl instead) establishes one of the three accepted hydrogen
bonds that solvate the Cl anion in the SIP species.

The next step of this part of the analysis consists of examining
the relative free energies and, in particular, the free energy
barriers along this dissociation pathway. There are three easily
discernible minima in the FES as shown in Figure 3. The CIP
minimum lies about 1.3 kJ/mol lower than the undissociated UD
structure, while the saddle point between these two structures
lies approximately 7.7 kJ/mol higher than UD. The CIP mini-
mum itself is ~13.7 kJ/mol higher than the SIP global minimum
structure, and the barrier between the two minima is of the order
of 5.4kJ/mol. A fourth minimum, labeled PA, can be found about
23.5 kJ/mol above the SIP global minimum with a low barrier
toward SIP of roughly 1.2 kJ/mol.

Hydrogen bonds obviously play a crucial role in the energetic
stabilization of such microsolvated HCI clusters. The isomeriza-
tion reaction described previously takes place by changes in the
hydrogen-bond topology (i.e., rupture and/or reorganization of
some hydrogen bonds); it is therefore likely that the character-
ization of that topology and its change can be helpful to describe
the course of the reaction. For this purpose, we identify a few
hydrogen-bond descriptors, which convey the essence of each
transformation: the number of hydrogen-bond donors, accep-
tors, and free hydrogen atoms. In this context, we talk about a
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Figure 4. Traditional dissociation mechanism (schematic), UD — TS1 — CIP — TS2 — SIP, according to the free energy surface shown in Figure 3.
The proton of HCl is marked in black to mark its position according to this dissociation pathway. Thick blue arrows serve as guides to the eye for
visualizing how the structures reorganize to get to the next step on the path to dissociation.

Table 1. Hydrogen-Bond Descriptors Used To Characterize
the Topology of All Structures as well as the Species Order
Parameter P As Defined in Eq 2

UD TS1 CIP TS2 SIP

number of hydrogen bonds
from H,O to Cl
from H;0™ to Cl
from HCl to O
from H,O to O
from H;0™" to O

number of free H

® A O W = O =
® A = D O =
—_ W W o o o w

)

order parameter P

hydrogen bond if the hydrogen—chlorine distance is between 1.5
and 2.5 A or the hydrogen—oxygen distance is between 1.3 and
2.1 A. We also require the O—H—O angle to be larger than 145°
for hydrogen bonds. In Table 1, we report the values for these
descriptors for both minima and transition states.

Passing from UD to TS1, the number of hydrogen bonds stays
the same; just the character of several of them changes due to the
formation of the CI~ and H;O™" pair. There is one less water-
donated hydrogen bond and no longer any HCl-donated bonds;
instead the newly formed hydronium donates two hydrogen
bonds, one to O and one to CI. Even though the total number of
hydrogen bonds remains constant, TS1 is higher in energy than
UD because the chloride’s negative charge is not sufficiently
stabilized by two hydrogen bonds, and the donation from a third
molecule is necessary. This happens in the step from TSI to CIP,
where the Cl anion accepts an additional hydrogen bond from a
second water. Accordingly, the number of non-hydrogen-bond-
ing, that is, free, hydrogen atoms decreases; additionally, one
water-to-water hydrogen bond is broken, and a second hydro-
nium-to-water hydrogen bond is formed.

The CIP and SIP structures both have the same total number
ofhydrogen bonds; the main difference is that in SIP all hydrogen
bonds to CI are donated by water molecules, each of them
accepting a hydrogen bond from the hydronium, while in CIP
one hydrogen bond to Cl comes directly from the hydronium.
Also, the topology is quite different: the CIP species consists of a
three-membered, hydrogen-bonded ring, consisting of Cl, one
water molecule, and hydronium, as well as of a four-membered
ring connecting Cl, hydronium, and two water molecules. The
SIP topology features three equal four-membered rings formed
by Cl, water, hydronium, and again water. Note that also the
order of the parts in the four-membered rings of SIP is different
from that in the single four-membered ring in CIP. The high
energy gain in passing from CIP to SIP can be explained by the
fact that, in SIP, the positive and negative charges are separated

and shielded by water, the hydrogen-bond angles are closer to
ideal, in particular the unfavorable three-membered ring of CIP
does not exist in SIP, and that a highly symmetrical structure is
achieved in SIP. In fact, the transition state TS2 is formed from
the CIP structure by eliminating the three-membered ring via a
hydrogen-bond rupture between the Cl ion and the water
molecule of that ring.

3.2. Aggregation-Induced Dissociation Mechanism. The
traditional two-step dissociation mechanism via a partially dis-
sociated intermediate, UD — TS1 — CIP — TS2 — SIP, as
described above, certainly achieves in a most elegant way the
significant changes that are necessary to convert the two-dimen-
sional, ring-like hydrogen-bonded topology of UD into the three-
dimensional, most compact Eigen-like motif underlying the SIP
species according to Figure 4. However, the free energy barriers
AF" to be surmounted along this pathway are enormous, about
930 K for TS1 to reach CIP and another 650 K to reach SIP via
TS2 from CIP, when compared to thermal energies kpT at
temperatures of the order of 1 or 10 K. Thus, according to the
standard theory of thermally activated reactions, the rate oc
exp[—AF* /kpT] associated with both processes would be van-
ishingly small at such low temperatures. The unequivocal con-
clusion, at this stage, is that the molecular UD species, once it is
formed at 1 K, is not expected to dissociate into the global SIP
minimum in the sense of a thermal process at any reasonable rate.
Similarly, the global SIP minimum cannot be reached thermally
from the CIP intermediate either.

A very different mechanism of how SIP can be formed at
temperatures as low as 1 K has been sketched in our previous short
communication.”® It goes back to the observation that a so-called
partially aggregated (PA) structure, so far not discussed, has been
found when sampling the FES in the two-dimensional space that
hosts the reaction coordinate for dissociation of UD into SIP. This
species manifests itself only by a shallow free energy minimum in the
lower-left corner of the reaction subspace; see Figure 3. The barrier
from PA to SIP is quite shallow and could only be roughly
estimated; it is found to be smaller than about 140 K. Optimiza-
tion of the PA structure shows that it is best conceived as an
undissociated, cyclic heteromolecular HCl/water tetramer, HCI-
(H,0)3, where a fourth water molecule is loosely attached by
accepting a hydrogen bond from the remaining dangling OH group
of the central water molecule, that is, HCI(H,0)3 * - H,O according
to Figure 1.

This observation opens up an alternate avenue to dissociation:
instead of starting from the fully relaxed UD structure and trying
to find low-energy pathways toward SIP, the existence of PA
suggests that dissociation might occur readily when letting
HCI(H,O)j; react with the fourth water molecule. To scrutinize
this scenario, the protocol described in section 2.2 has been
devised to launch a set of aggregation simulations that mimic
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Figure 5. Formation of SIP out of the PA precursor species according to
the aggregation-induced dissociation mechanism: representative snap-
shots of the configurations from one typical trajectory are shown
together with the evolution of the two collective variables (CVs) and
the order parameter (P), all defined in the text, as a function of the
number of simulation steps. The blue line together with the left scale
shows the dihedral angle ¢, while the right scale corresponds to both the
coordination number CN¢;—¢ (red line) and P rescaled by 1/10 (green
line). Solid arrows indicate reorientation of atoms to get to the next step
in the snapshot sequence, and the proton originating from HCI is
marked in black throughout the reaction sequence. Also shown is a
contour plot of the negative logarithm of the probability density sampled
during the simulations as a function of two selected O—H distances, d;
and d,, as defined in the snapshots. Dotted arrows indicate the position
of the selected snapshots in the evolution of the CVs as well as their
position in the contour plot.

dynamically what happens if an additional water molecule gets
attracted by the undissociated HCI(H,O); species.

The statistical sample of about 35 independent trajectories
probing aggregation of HCI(H,0O); with the fourth H,O allows
for a qualitative analysis of the n = 4 scenario as follows: (i)
approach of the existing cyclic HCI(H,O); cluster from the Cl
side predominantly yields the contact ion pair species CIP, but
also SIP and another compact CIP-like structure, CIP,, to be
discussed below; (ii) the two different constraint distances for the
approach from the O side do yield the same scenario as follows;
(iii) approach of the existing cyclic HCI(H,O)j; cluster from the
O side always yields first the partially aggregated PA species,
which then reacts further to produce the solvent-shared ion pair
SIP or undissociated UD, whereas the CIP structure is never
observed upon approach from the O side; a PA-like structure
with the last water attached not to the central water of the four-
membered ring, but to either of the other water molecules, is
more likely to yield the CIP structure, because then the three-
membered ring of hydronium, Cl, and water that is necessary for
the CIP structure can be readily formed, whereas in the PA
structure the singly attached water would first have to migrate to
such a position; (iv) the UD and CIP structures, once generated,
were never observed to convert into PA or SIP species; however,
in one case, the CIP structure converted later into CIP,; and (v)
the proton stemming from dissociation of HCI (marked in black
in the figures) is found in one of the intact water molecules but
never in the hydronium core concerning the SIP structure.

Having qualitatively discussed the phenomenon as such, only
detailed structural analyses of the underlying dynamical trajectories

can yield the full picture. To ease the discussion, the oxygen atoms in
the initial structure are labeled as follows: Ol initially receives a
hydrogen bond from HCI, the water molecule with O2 both receives
and donates a hydrogen bond to the other two water molecules,
while the water with O3 initially donates a hydrogen bond to Cl, and
finally the oxygen O4 belongs to the incoming water according to
Figure 5. In addition to the two CVs defined previously, we introduce
here an order parameter to quickly distinguish between species:

P = perm(M, ;) = ZHMi,f/‘i (2)
Iz

with the 5 X § matrix M encoding the hydrogen-bonding pattern
between the five heavy atoms as follows:

= Z(Vi)j + Viyi = Vi,jVj,i) (3)
H

M jzi = M

The values v;; are a continuous measure of the heavy atom X;
donating a specific H to the other heavy atom X;:

vy; = [(1+ (Ry,x,/Bx)") (1 + (RH,X,/AX,)IC)]_1 (4)

where the exponent k = 40, the cutoff parameters Bo = 1.3 A,
Ba=19A,A0=23A and Aq =27 A, and Ry i is the distance of
the heavy atom X; to the specific hydrogen atom H currently being
considered in the sum in eq 3. Thus, if there is a hydrogen bond
between heavy atoms X; and X;, the corresponding matrix element
M;;is close to unity, whereas it is close to zero otherwise. Note that v;;
is different from the purely boolean definition of hydrogen bonds
used in the previous section. The diagonal elements M, ; are set to 4 if
X; = Cl and to 1 for the case of oxygen.

On the basis of these descriptors, we can now deduce the
aggregation-induced dissociation mechanism that leads to the
global minimum structure, SIP, as a result of forming the
partially aggregated PA precursor species, HCI(H,O);3" * -
H,O, obtained by adding the fourth water molecule to the
heteromolecular HCI(H,0); cycle. In the trajectories where
the fourth water molecule attacks from the O side, the PA
intermediate is always formed first by accepting a hydrogen
bond from O2, which is the closest water molecule in this case
due to this dipole-steered pre-orientation; see Figure S and
the atom labeling introduce therein to follow this discussion.
The singly attached water molecule approaches the Cl atom,
while the original four-membered ring folds along the O1—03
axis as schematically illustrated in Figure 5. When one hydrogen
of O4 gets close enough to the Cl, the already unusually
symmetric hydrogen bond of HCI to O1 shifts the hydrogen
fully toward O1, thus forming hydronium upon completing
proton transfer. As soon as Cl is fully solvated by accepting
three hydrogen bonds, the hydrogen between Ol and O2
moves toward O2, thus arriving at the dissociated SIP local
minimum species. Note that, although these different steps are
typically observed in roughly this sequence, we do not imply
here a strictly stepwise mechanism in view of the rather
significant kinetic energy that is available within the molecular
complex after aggregation. However, the contour plots of two
O—H distance phase space densities during the aggregation
simulations also depicted in Figure S clearly support the above
sequence of the hydrogen-bond reorganization.

Upon the initial formation of the PA structure, the singly
attached water is still quite flexible and has a lot of kinetic energy,
which can be “used” in a manner alternative to forming the
dissociated SIP species. It is observed in some of the trajectories
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Figure 6. Formation of UD out of the PA precursor species; see caption
of Figure S for symbols and labeling.
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Figure 7. Formation of CIP from the approach of the additional water
from the Cl side; see caption of Figure S for symbols and labeling
(probability density not shown).

that the undissociated UD structure is formed where O4 is seen
to first donate an additional hydrogen bond to O3. When this
bond is formed, the original hydrogen bond between O2 and O3
breaks, yielding a distorted five-membered ring, which then just
needs to expand to flatten out toward the UD structure. This
mechanism is illustrated in greater detail in Figure 6.

Thus, both dissociated and undissociated species, SIP and UD,
can be formed upon dipole-steered attack of cyclic HCI(H,0);
by the fourth water molecule from the O side. In those
trajectories where the additional water O4 approaches instead
from the Cl side in a dipolar pre-orientation, a hydrogen bond is
first formed between the incoming water and Cl, while the
proton of HCl is transferred to O1, yielding the contact ion pair
motif that characterizes the partially dissociated CIP structure
according to Figure 7. Next, without losing sight of the Clion, the
water O4 moves in a second step toward the hydronium O1.
Because of the large kinetic energy still in the system during these
events, it is hard to tell whether the hydrogen bond to the Cl is
broken and later re-formed during this movement or whether
this hydrogen bond stays intact during that sequence of events.
However, once O4 is close enough to O1, a stable hydrogen bond
between the water O4 and hydronium O1 is formed, and the
hydrogen bond between O4 and Cl settles. This mechanism is
depicted in more detail in Figure 7.

In one of the trajectories with water approaching from the Cl
side, the free hydrogen of the hydronium O1 pointed away from
04 in the second step, and in that case the free hydrogen of O2
was closer to O4 than usual. Even though the free hydrogen of
02 was initially still farther away, the original four-membered
ring, consisting of CI—O1—02—03, distorted enough in addi-
tion to movement of O4 toward that hydrogen such that a
hydrogen bond was established. When that happened, the
hydronium O1 transferred a proton to O2, thus yielding the
system in the SIP global minimum instead of the CIP species that
is usually observed for that particular attack. Because this was
only observed once, the general relevance of this mechanism for
forming SIP from this approach direction is unknown, but it is
certainly a feasible pathway to full dissociation due to aggregating
one more water molecule to HCI(H,O)s;.

Finally, one other trajectory was found, which first yielded a
CIP structure as described above; however, due to fluctuations
04 also came close to O3 and the hydrogen bond of O4 to CI
broke, and the O4 water molecule rotated to donate the freed
hydrogen to O3, thus yielding a thus far unknown stable structure
of a very compact contact ion pair denoted CIP, and depicted in
Figure 1. The topology of this structure is rather similar to that of
the SIP minimum in that just the Cl is swapped with one of the
water molecules in SIP.

Up to this point, only the last step that leads to dissociation
from HCI(H,0); via HCI(H,0)5- - * H,0 to H;0 " (H,0),Cl~
and some “side reactions” have been analyzed. The question,
however, remains whether or not the cyclic heterotetramer, that
is, HCI(H,0)j itself, can be produced via aggregation of HCl
with water molecules, one by one. Indeed, the aggregation
simulations show that this is readily possible, using the same
protocol as before. Starting with HCI and one H,O yields the
undissociated heterodimer, HCI(H,0), in its lowest-energy
structure where HCI is the hydrogen-bond donor as shown in
Figure 8. Two distinct but similar pathways have been observed,
which both yield the same global minimum product.

The same is true for the second aggregation step once HCI-
(H,0) is used to serve as the nucleus for attaching a second water
molecule; see again Figure 8. Here, aggregation results first in a
linear chain of the three molecules. Again, two pathways have
been observed in the simulations as depicted where the inter-
mediate linear arrangement contains the HCI molecule either at
the center or as one of the termini. Fluctuations due to the large
kinetic energy gained upon this aggregation step, HCI(H,O) +
H,0 — HCI(H,0),, cause the chain to bend significantly.
Eventually the ends of the chain can meet, thus forming an
undissociated ring-like heterotrimer, HCI(H,O),. As the kinetic
energy in such a small system is only slowly distributed equally in
all degrees of freedom, this ring-like structure can reopen and
close several times within one simulation. Once the energy
dissipates, the ring-like structure predominates because it is the
global minimum on that PES.

Having now a ring-like cyclic structure to start with, the next
step yields the cyclic HCI(H,O); species by two interesting ring
insertion mechanisms; see Figure 8. In the case that the
approaching water forms a hydrogen bond to the water molecule,
which already donates a hydrogen bond to CI, the incoming
water simply approaches Cl without losing its initial hydrogen
bond from the cluster. Once it is close enough, it donates a
hydrogen bond to Cl, while the hydrogen bond from the other
water molecule to Clis broken. The mechanism is more complex
when the approaching water molecule first forms a hydrogen
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Figure 8. Stepwise aggregation mechanism of HCl with three water molecules forming cyclic heteromolecular species: HCl 4+ 3H,0 — HCI(H,0) +
2H,0 — HCI(H,0), + 1H,0 — HCI(H,0)3. The dotted arrows serve as guides to the eye for visualizing how the structures reorganize to get to the
next step on the path to dissociation, while the solid arrows define the sequence of steps along the path. Hydrogen-bond breaking events are indicated by

dashed lines where non-obvious.

bond to Cl, as is the case from the other initial electrostatic
steering condition. When this bond is formed, the other water
donating a hydrogen bond to Cl breaks its bond to Cl, resulting in
a chain-like zigzag structure. The original incoming water then
moves toward the water molecule that receives a hydrogen bond
from Cl and receives a hydrogen bond from that water while
breaking the bond to Cl. Next, the third water moves toward Cl,
and the originally incoming water, while breaking its bond from
the central water, thus donates a hydrogen bond to CI and
accepts a hydrogen bond from the originally incoming water
molecule. The cluster then has the right connectivity, but is
distorted and flattens out in the final step. Both of these pathways
for the formation of the n = 3 cluster are also visualized in
Figure 8. It should be stressed that these observations are based
on a quite limited number of trajectories; even richer aggregation
scenarios might be found when using a larger ensemble of such
independent aggregation simulations.

3.3. Discussion: Aggregation-Induced Reactions. In sum-
mary, the stepwise aggregation simulations HCI(H,0),—; +
H,O starting with n = 1 and ending with n = 4 as reported in
section 3.2 lead to a dissociation mechanism, which is distinctly
different from the traditional one observed upon dissociating
HCI within the size-selected HCI(H,0), cluster. In particular,
here are the prominent characteristic features of the aggregation-
induced dissociation scenario illustrated in Figure 2 that

produces the SIP species, which is the most stable structure:
(i) a sequence of aggregation simulations using electrostatic
steering initial conditions results in successive growth of un-
dissociated clusters HCI(H,0),, by adding one water molecule
after the other one up to forming the heterocyclic n = 3 tetramer
species; (ii) adding the critical fourth H,O molecule to this
HCI(H,0); species produces, upon approaching it from the O
side according to dipolar pre-orientation, a precursor state, which
is the PA structure HCI(H,O);- - -H,O, for the dissociation
reaction; and (iii) it is this undissociated PA species that readily
dissociates into the SIP structure upon using kinetic energy
obtained by converting the binding energy gained due to
aggregation into kinetic energy, thus leading to athermal fluctua-
tions that aid in surmounting the remaining energy barriers. It
should be noted that other pathways exist such that the UD
structure can also be formed out of the PA species in some cases
and that CIP can be obtained when the incoming water molecule
approaches the Cl side of the cyclic HCI(H,O)j cluster in dipolar
steering orientation, and a novel, more compact contact ion pair,
CIP,, has been generated upon aggregation. Along the same lines
of creating molecular diversity, two distinct aggregation pathways
have been found for each step of the build-up sequence that
yields the cyclic heterotetramer, HCl 4+ 3H,0 — HCI(H,0) +
2H,0 — HCI(H,0), + 1H,0 — HCI(H,0),, and it is
expected that further such pathways also exist. Overall, the
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stepwise aggregation approach is seen to provide a rich and
interconnected network to cluster formation.

An important aspect is that the aggregating reactants, that is,
the preformed HCI(H,0), cluster and the approaching H,0
molecule, are both cooled to superfluid helium temperatures,
that is, below 1 K, before their encounter. This is a reasonable
assumption in view of the energy relaxation time of approxi-
mately 10" "' s of ref 71 in conjunction with encounter
(recombination) times of the order of 107" to 10™% s due to
the bare dispersion attraction.”” Thus, the reactants are cooled
from ambient to superfluid helium temperatures in the order of
10~ " s, which is on average much faster than encountering any
aggregation partner on the associated time scales of at most 10~ s. It
should be noted that in this discussion we used the energy
relaxation time given in appendix B of ref 71 instead of their
cooling rate. This seems more appropriate, because in their case
the energy is more than an order of magnitude higher, and the
helium cluster explosively evaporates and leaves only a partially
cooled, bare molecule behind.

The second key ingredient is the assumption that, at ultracold
temperatures, not all of the potential energy released upon
aggregation and binding in terms of kinetic energy is efficiently
quenched by the superfluid helium environment. A large poten-
tial energy gain between the reactants being far apart and the
aggregation product occurs for the step involving the formation
of PA, and amounts to about 22 kJ/mol, corresponding to a
thermal energy of about 2600 ki K. The time scale for the process
of dissociation from PA to SIP is on the order of only 1—10 ps.
Because the above-mentioned energy relaxation rate is at the
upper limit of this time range, it can be assumed that the gained
kinetic energy of several thousand kelvin cannot be fully
quenched by the environment on the required ultrafast time
scale. This implies that the system still has enough energy from
forming the first hydrogen bond (ie, HCI(H,0); + H,O —
PA) to overcome the barrier from PA to SIP, although the energy
released from previous aggregation steps up to forming HCI-
(H,0); has already been dissipated even before PA is formed,
in view of the separation of time scales. Thus, a crucial ingredient
in such aggregation-induced reactions is the idea that the
remaining kinetic energy can be “used” to overcome sufliciently
small barriers that might still exist between precursor and final
states, such as the PA and SIP species in the present case. This
scenario is what has been termed “aggregation-induced dissocia-
tion”.>®

Clearly, it is to be expected that not every encounter event
leads to the minimum energy structure for the given cluster size n.
Indeed, trajectories have been observed that end up in the
molecular UD structure and the dissociated CIP structure for
n = 4, as described above in more detail. Even an unexpected
novel minimum structure, CIP,, could be obtained following the
aggregation simulation protocol. According to the proposed
scenario of aggregation-induced dissociation, the UD, CIP, and
CIP, species would be unreactive trap states that are not
expected to dissociate into SIP for the reasons presented as a
result of the FES analysis in section 3.1, that is, essentially
exceedingly large energy barriers on the scale of the available
thermal energy at sub-kelvin temperatures. Finally, metastable,
non-equilibrium structures of smaller clusters are also expected
to be formed as a result of aggregation, which, however, we did
not observe so far. Comprehensive exploration of these and other
alternate pathways is certainly interesting, but constructing such
an “aggregation ensemble” as a function of 7 is certainly beyond

the scope of this first investigation into aggregation-induced
reactions.

Turning our attention from microsolvation to bulk solvation
in the liquid state, the aggregation-induced dissociation mechan-
ism found within our finite cluster setup corresponds to an
indirect, “solvent-mediated” proton transfer mechanism from
HCl to H;O™ via other water molecules that are used as proton-
transfer bridges, in the sense of Grotthuss-like structural diffusion.*
This implies that the additional proton that is necessary to create
the hydronium cation, H;0™, is not provided by the acid, HCI,
according to the mechanism shown in Figure S where the “acidic
proton” (or deuteron) is marked in black. Thus, using DCl
instead of HCI does not lead to a H,DO™ species in the first
place. Clearly, in microsolvation clusters, which are rigid at
ultralow temperatures, the position of the “acidic proton”
becomes topologically fixed at one of the three solvating water
molecules that are shared by both anion and cation in the SIP
species. This is in stark contrast to bulk solvation where all
protons eventually become equivalent after Grotthuss diffusion
(except for isotope effects).

Before closing the discussion of aggregation-induced reac-
tions, let us compare this concept to related ideas presented in
earlier work. In the context of “very low temperature” synthesis of
molecules at temperatures down to 10 K as relevant, for example,
to chemistry occurring inside dense interstellar clouds, interest-
ing reaction scenarios have been revealed.”*””” In the context of
these so-called “chemical activation” mechanisms, the energy
released in a primary reaction is utilized to surmount a barrier for
a subsequent reaction. However, these covalent reactions are
studied in the gas phase, that s, effectively in a vacuum, whereas a
solvating environment interacts with the aggregating species in
the present case, which, themselves, interact via hydrogen
bonding. Furthermore, the temperature in superfluid helium
nanodroplets is in the sub-kelvin range, which is an order of
magnitude lower, implying that only reactions with barriers that
are also an order of magnitude smaller can reasonably be
expected to occur thermally.

The fundamental idea of “successive capture and coagulation
of atoms and molecules to small clusters in large liquid helium
clusters”” has already been spelled out early on in ref 72 without,
however, considering the possibility that this process can open up
novel, aggregation-induced, low-energy pathways to chemical
reactions as explored herein. The idea of successive capture and
coagulation’” has been confirmed in an extensive study of the
growth of homomolecular water clusters in superfluid helium
droplets where the formation of large cyclic structures up to the
hexamer has been found.”® Interestingly, insertion of individual
water molecules into preformed cyclic water oligomers has been
observed from mostly static PES mappings’® much alike to what
we have found here from dynamical aggregation simulations for
heteromolecular HCl/water clusters up to the undissociated
tetramer. Surmounting low-energy barriers has been ascribed
in that study’® to thermal activation at the sub-kelvin tempera-
ture of helium droplet experiments, in addition to finding that
zero-point fluctuations are significant in facilitating or enabling
these processes. In a similar study”” of (HF),, clusters in helium
droplets, cyclic structures were only found up to n = 4, while
upon adding one more HF the barrier to the cyclic n = § global
minimum could no longer be surmounted, leaving the system in a
PA-like “4 -+ 1” structure. In aggregation-induced reactions, a key
concept is that potential energy, that is, the binding energy
gained upon adduct formation, gets converted into kinetic energy
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in view of “fast” aggregation versus “slow” cooling processes,
which in turn helps to overcome barriers due to the thereby
increased athermal fluctuations according to Figure 2. Finally,
another ingredient is electrostatic steering during the initial
phase of the aggregation process, which has been shown earlier
to lead to non-covalent species diversity, thus explaining the
formation of metastable molecular aggregates, as found, for
example, in matrix isolation spectroscopg and helium environ-
ments, if temperature is sufficiently low;>8! again, our key issue
of enabling chemical reactions due to the aggregation process
itself including the formation of reactive (i.e., “activated”) pre-
cursor states has not been addressed.

4. CONCLUSIONS AND OUTLOOK

The dissociation of acids in microsolvation environments is
usually studied computationally by locating the minimum energy
pathway that connects the most stable undissociated, molecular
species to the lowest-energy dissociated, (zwitter)ionic structure,
given a certain fixed number of solvent molecules. If the
dissociated species is lower in energy relative to the most stable
undissociated structure for a given number n of solvent mole-
cules, it is said that n solvent molecules are required to establish
dissociation in a microsolvation setup. In the case of HCI
interacting with water molecules, a number of n = 4 solvent
molecules is needed to stabilize the fully dissociated state,
H;0"(H,0)5Cl, being a solvent-shared ion pair. The energy
barriers, however, that connect the (metastable) undissociated
with the (most stable) dissociated state via an intermediate turn
out to be insurmountably high at ultralow temperatures, as
encountered, for example, in superfluid helium nanodroplets
now used to study microsolvation.

In stark contrast to this approach, we pose here the question of
what happens if, instead of starting with #n solvent molecules
around the undissociated Bronsted acid, rather, one adds one
solvent molecule after the other, thereby producing a growing
cluster, until the acid gives away its proton to a hydrogen-bonded
water molecule. This question is highly relevant to the process of
successive capture and subsequent stepwise aggregation of
molecules inside large helium droplets using the pickup techni-
que in helium nanodroplet isolation (HENDI) spectroscopy.
Upon aggregating a single HCI molecule with a growing number
of water molecules, one by one, it is observed that the undisso-
ciated ring-like structure grows up to n = 3, that is, up to the
cyclic HCI(H,0); heterotetramer, where the step HCI(H,0),
+ H,O — HCI(H,0); occurs via interesting ring insertion
mechanisms. When adding the fourth water molecule, a partially
aggregated undissociated structure HCI(H,0);- « - H,O is ob-
tained, where the added water molecule accepts a hydrogen bond
from the cyclic four-membered HCI(H,O); ring. This species
can be viewed as an activated precursor species where the HCI
molecule readily dissociates, thus yielding the reaction product,
that is, a fully dissociated solvent-shared ion pair. The potential
energy profile along the pathway involving the precursor species
to the product is essentially downhill. Remaining energy barriers,
being about an order of magnitude smaller than those involved
when transforming the undissociated n = 4 equilibrium structure
straightforwardly into the product, can be easily overcome by
using kinetic energy released when forming the hydrogen bond
that leads to the precursor state. Thus, the necessary energy for
the reactive last step, according to this mechanism, comes from
converting potential energy released as a result of aggregation

into kinetic energy. This activation, therefore, is not ruled by
thermal equilibrium but stems from athermal, non-equilibrium
dynamics. Taken together, these key ingredients define what we
call “aggregation-induced chemical reactions”.

Beyond the specific case, the general concept of aggregation-
induced chemical reactions might be another avenue to enable
chemistry at very low temperatures, where quantum-mechanical
tunneling, photochemical excitations, and the like are usually
invoked to explain unexpected products and unusual reactivities.
This is a subject that is currently under investigation in Bochum
both theoretically and experimentally.
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